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The NAIAC is tasked with advising the President and the National AI Initiative Office on
topics related to AI.

FINDINGS & RECOMMENDATIONS: Field Testing Rec.

FINDINGS & RECOMMENDATIONS: AI Safety

RECOMMENDATION: Data Challenges and Privacy Protections for Safeguarding Civil
Rights in Government

RECOMMENDATIONS: Harnessing AI for Scientific Progress

RECOMMENDATION: Provide Authority and Resources to Promote Responsible
Procurement Innovation for AI at Government Agencies

RECOMMENDATION: Require Public Summary Reporting on Use of High-Risk AI

An official website of the United States government Here’s how you know

N������� AI A�������
C��������

The National AI Advisory Committee (NAIAC) consists of experts
with a broad and interdisciplinary range of AI-relevant experience

from across the private sector, academia, non-profits, and civil
society.

NAIAC Charter NAIAC Impact Get Updates Contact Us

https://ai.gov/
https://ai.gov/wp-content/uploads/2024/10/FINDINGS-RECOMMENDATIONS_Field-Testing-Rec.pdf
https://ai.gov/wp-content/uploads/2024/06/FINDINGS-RECOMMENDATIONS_AI-Safety.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Data-Challenges-and-Privacy-Protections-for-Safeguarding-Civil-Rights-in-Government.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Data-Challenges-and-Privacy-Protections-for-Safeguarding-Civil-Rights-in-Government.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATIONS_Harnessing-AI-for-Scientific-Progress.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Provide-Authority-and-Resources-to-Promote-Responsible-Procurement-Innovation-for-AI-at-Government-Agencies.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Provide-Authority-and-Resources-to-Promote-Responsible-Procurement-Innovation-for-AI-at-Government-Agencies.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Require-Public-Summary-Reporting-on-Use-of-High-Risk-AI.pdf
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Charter.pdf
https://ai.gov/wp-content/uploads/2024/06/NAIAC-Impact-May-2024.pdf
https://public.govdelivery.com/accounts/USNIST/subscriber/new?topic_id=USNIST_630
mailto:naiac@nist.gov


RECOMMENDATION: Require Public Use Policies for High-Risk AI

RECOMMENDATION: Expand the AI Use Case Inventory by Limiting the ‘Sensitive Law
Enforcement’ Exception

RECOMMENDATION: Expand the AI Use Case Inventory by Limiting the ‘Common
Commercial Products’ Exception

RECOMMENDATION: Implementation of the NIST AI Safety Institute. December 2023.

RECOMMENDATION: National Campaign on Lifelong AI Career Success. November
2023.

RECOMMENDATION: Enhancing AI Literacy for the United States of America. November
2023.

RECOMMENDATION: Improve Monitoring of Emerging Risks from AI through Adverse
Event Reporting. November 2023.

RECOMMENDATION: Second Chance Skills and Opportunity Moonshot. October 2023.

RECOMMENDATION: Generative AI Away from the Frontier. October 2023.

RECOMMENDATION: Implementing the NIST AI RMF with a Rights-Respecting
Approach. October 2023.

RECOMMENDATION: AI's Procurement Challenge. October 2023.

RECOMMENDATION: Creating Institutional Structures to Support Safer AI Systems.
October 2023.

RECOMMENDATION: International Emerging Economies. August 2023.

The NAIAC has also produced the following non-decisional documents:

National Artificial Intelligence Advisory Committee: Year Two Insights Report

FINDINGS: Enhancing AI’s Positive Impact on Science and Medicine

PROCEEDINGS: Towards Standards for Data Transparency for AI Models

Law Enforcement Subcommittee: Year One Report and Roadmap

FINDINGS: Exploring the Impact of AI. November 2023.

STATEMENT: In Support of the Executive Order on the Safe, Secure, and Trustworthy
Development and Use of Artificial Intelligence. November 2023.

STATEMENT: On AI and Existential Risk. October 2023.

FINDINGS: The Potential Future Risks of AI. October 2023.

Implementing the NIST AI RMF With a Rights-Respecting Approach, Working Group on
Rights-Respecting AI. October 2023.

https://ai.gov/wp-content/uploads/2024/07/RECOMMENDATION_Require-Public-Use-Policies-for-High-Risk-AI.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Expand-the-AI-Use-Case-Inventory-by-Limiting-the_Sensitive-Law-Enforcement_Exception.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Expand-the-AI-Use-Case-Inventory-by-Limiting-the_Sensitive-Law-Enforcement_Exception.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Expand-the-AI-Use-Case-Inventory-by-Limiting-the_Common-Commercial-Products_Exception.pdf
https://ai.gov/wp-content/uploads/2024/06/RECOMMENDATION_Expand-the-AI-Use-Case-Inventory-by-Limiting-the_Common-Commercial-Products_Exception.pdf
https://ai.gov/wp-content/uploads/2023/12/RECOMMENDATION_Implementation-of-the-NIST-AI-Safety-Institute.pdf
https://ai.gov/wp-content/uploads/2023/12/Recommendations_National-Campaign-on-Lifelong-AI-Career-Success.pdf
https://ai.gov/wp-content/uploads/2023/12/Recommendations_National-Campaign-on-Lifelong-AI-Career-Success.pdf
https://ai.gov/wp-content/uploads/2023/12/Recommendations_Enhancing-Artificial-Intelligence-Literacy-for-the-United-States-of-America.pdf
https://ai.gov/wp-content/uploads/2023/12/Recommendations_Enhancing-Artificial-Intelligence-Literacy-for-the-United-States-of-America.pdf
https://ai.gov/wp-content/uploads/2023/12/Recommendation_Improve-Monitoring-of-Emerging-Risks-from-AI-through-Adverse-Event-Reporting.pdf
https://ai.gov/wp-content/uploads/2023/12/Recommendation_Improve-Monitoring-of-Emerging-Risks-from-AI-through-Adverse-Event-Reporting.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_Second-Chance-Skills-and-Opportunity-Moonshot.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_Generative-AI-Away-from-the-Frontier.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_Implementing-the-NIST-AI-RMF-with-a-Rights-Respecting-Approach.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_Implementing-the-NIST-AI-RMF-with-a-Rights-Respecting-Approach.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_AIs-Procurement-Challenge.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_Creating-Institutional-Structures-to-Support-Safer-AI-Systems.pdf
https://ai.gov/wp-content/uploads/2023/11/Recommendations_Creating-Institutional-Structures-to-Support-Safer-AI-Systems.pdf
https://ai.gov/wp-content/uploads/2023/08/International-Emerging-Economy-Recommendation-Memo-Draft-18-Aug-2023-Draft.pdf
https://ai.gov/wp-content/uploads/2024/06/National-Artificial-Intelligence-Advisory-Committee_Year-Two-Insights-Report.pdf
https://ai.gov/wp-content/uploads/2024/06/FINDINGS_Enhancing-AIs-Positive-Impact-on-Science-and-Medicine.pdf
https://ai.gov/wp-content/uploads/2024/06/PROCEEDINGS_Towards-Standards-for-Data-Transparency-for-AI-Models.pdf
https://ai.gov/wp-content/uploads/2024/06/NAIAC-Law-Enforcement-Subcommittee_Year-1-Report-Roadmap.pdf
https://ai.gov/wp-content/uploads/2023/12/Findings_Exploring-the-Impact-of-AI.pdf
https://ai.gov/wp-content/uploads/2023/12/Statement_In-Support-of-the-Executive-Order-on-the-Safe-Secure-and-Trustworthy-Development-and-Use-of-Artificial-Intelligence.pdf
https://ai.gov/wp-content/uploads/2023/12/Statement_In-Support-of-the-Executive-Order-on-the-Safe-Secure-and-Trustworthy-Development-and-Use-of-Artificial-Intelligence.pdf
https://ai.gov/wp-content/uploads/2023/11/Statement_On-AI-and-Existential-Risk.pdf
https://ai.gov/wp-content/uploads/2023/11/Findings_The-Potential-Future-Risks-of-AI.pdf
https://ai.gov/wp-content/uploads/2023/10/Rights-Respecting-AI.pdf
https://ai.gov/wp-content/uploads/2023/10/Rights-Respecting-AI.pdf


FAQs on Foundation Models and Generative AI. August 2023.

Rationales, Mechanisms, and Challenges to Regulating AI. July 2023.

NAIAC Year 1 Report. May 2023.
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Click here for information on upcoming NAIAC Public Meetings
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NAIAC Public Briefing/Meeting (Virtual)

Meeting Summary Coming Soon.

For more information, refer to Federal Register Notice 89 FR 67420 .

NAIAC Public Briefing/Meeting (Virtual)

Meeting Summary Coming Soon.

M������ #22
September 4, 2024

Agenda Video Recording

M������ #21
August 1, 2024

https://ai.gov/wp-content/uploads/2023/09/FAQs-on-Foundation-Models-and-Generative-AI.pdf
https://ai.gov/wp-content/uploads/2023/07/Rationales-Mechanisms-Challenges-Regulating-AI-NAIAC-Non-Decisional.pdf
https://ai.gov/wp-content/uploads/2023/05/NAIAC-Report-Year1.pdf
https://www.nist.gov/itl/national-artificial-intelligence-advisory-committee-naiac
https://www.nist.gov/itl/national-artificial-intelligence-advisory-committee-naiac
https://www.federalregister.gov/documents/2024/08/20/2024-18596/national-artificial-intelligence-advisory-committee
https://www.federalregister.gov/documents/2024/08/20/2024-18596/national-artificial-intelligence-advisory-committee
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Agenda-09042024.pdf
https://www.nist.gov/video-gallery/search?k=naiac


For more information, refer to Federal Register Notice 89 FR 57874 .

NAIAC Public Meeting (Virtual)

Meeting Summary Coming Soon.

For more information, refer to Federal Register Notice 89 FR 54441 .

NAIAC Public Briefing/Meeting (Virtual)

For more information, refer to Federal Register Notice 89 FR 52438 .

Agenda Video Recording

M������ #20
July 22, 2024

Agenda Video Recording

M������ #19
July 9, 10, 11, 2024

Agenda July 9 Minutes July 10 Minutes July 11 Minutes

Video Recording

M������ #18
May 2, 2024

M������ #17
April 16, 2024

https://www.federalregister.gov/documents/2024/07/16/2024-15528/national-artificial-intelligence-advisory-committee
https://www.federalregister.gov/documents/2024/07/16/2024-15528/national-artificial-intelligence-advisory-committee
https://www.federalregister.gov/documents/2024/07/01/2024-14430/national-artificial-intelligence-advisory-committee
https://www.federalregister.gov/documents/2024/07/01/2024-14430/national-artificial-intelligence-advisory-committee
https://www.federalregister.gov/documents/2024/06/24/2024-13783/national-artificial-intelligence-advisory-committee
https://www.federalregister.gov/documents/2024/06/24/2024-13783/national-artificial-intelligence-advisory-committee
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Agenda-08012024.pdf
https://www.nist.gov/video-gallery/search?k=naiac
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Agenda-07222024.pdf
https://www.nist.gov/video-gallery/search?k=naiac
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Agenda-07092024-07112024.pdf
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Minutes-07092024.pdf
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Minutes-07102024.pdf
https://ai.gov/wp-content/uploads/2024/10/NAIAC-Minutes-07112024.pdf
https://www.nist.gov/video-gallery/search?k=naiac


2023 M�������

M������ #16
April 5, 2024

M������ #15
March 5, 2024

10:00AM – 1:00PM ET

M������ #14
February 22, 2024

M������ #13
January 19, 2024

M������ #12
December 13, 2023

1:00PM - 2:00PM ET

M������ #11
November 15, 2023

10:00AM - 12:00PM ET

M������ #10
October 19, 2023

10:00AM - 1:30PM ET



M������ #9
September 29, 2023

12:00 - 2:00PM ET

M������ #8
September 12, 2023

1:00PM - 3:00PM ET

M������ #7
August 3, 2023

12:00PM – 2:00PM ET

M������ #6
July 19, 2023

2:00PM – 3:30PM ET

M������ #5
June 20 - 27, 2023

M������ #4
April 25, 2023

10:00AM to 1:00PM ET

M������ #3
February 10, 2023
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The NAIAC consists of leaders with a broad and interdisciplinary range of AI-relevant
expertise from across academia, non-profits, civil society, and the private sector. These
experts are highly qualified to provide advice and information on science and technology
research, development, ethics, standards, education, governance, technology transfer,
commercial application, security, economic competitiveness, and other topics related to AI.

M����� L���
Miriam Vogel (Chair: April 2022 – April 2025, Member: April 2022 – April 2025), President
and CEO of EqualAI

James Manyika (Vice Chair: April 2022 – April 2025, Member: April 2022 – April 2025),
Senior Vice President, Google, President for Research, Technology & Society

Amanda Ballantyne (April 2022 – April 2025), Director of the AFL-CIO Technology
Institute

Sayan Chakraborty (April 2022 – January 2024), Co-president of Workday

Jack Clark (April 2022 – April 2025), Co-founder of Anthropic

David Danks (April 2022 – April 2025), Professor of Data Science and Philosophy at the
University of California, San Diego

11:00AM to 3:00PM ET

M������ #2
October 12 - 13, 2022

M������ #1
May 4, 2022

1:00PM - 3:00PM ET



Victoria A. Espinel (April 2022 – April 2025), President and CEO of BSA | The Software
Alliance

Paula Goldman (April 2022 – April 2025), Chief Ethical and Humane Use Officer at
Salesforce

Susan Gonzales (April 2022 – April 2025), Founder and CEO of AIandYou

Janet Haven (April 2022 – April 2025), Executive Director of Data & Society

Daniel E. Ho (April 2022 – April 2025), William Benjamin Scott and Luna M. Scott
Professor of Law, Professor of Political Science, and Professor of Computer Science (by
courtesy), Senior Fellow, Stanford Institute for Human-Centered AI, Stanford University

Ayanna Howard (April 2022 – April 2025), Dean of Engineering at The Ohio State
University

Jon Kleinberg (April 2022 – April 2025), Professor in the Departments of Computer
Science and Information Science at Cornell University

Ramayya Krishnan (April 2022 – April 2025), W. W. Cooper and Ruth F. Cooper Professor
of Management Science and Information Systems, Carnegie Mellon University

Ashley Llorens (April 2022 – April 2025), Vice President, Distinguished Scientist, and
Managing Director at Microsoft Research

Haniyeh Mahmoudian (April 2022 – April 2025), Global AI Ethicist at DataRobot, Inc.

Christina Montgomery (April 2022 – April 2025), Chief Privacy & Trust Officer and Vice
President at IBM

Liz O’Sullivan (April 2022 – April 2025), CEO of Vera

Fred Oswald (April 2022 – April 2025), Professor and Herbert S. Autrey Chair in Social
Sciences, Rice University

Frank Pasquale (April 2022 – February 2024), Professor of Law Cornell Tech & Cornell
Law School

Trooper Sanders (April 2022 – April 2025), Founder, Wise Whisper

Navrina Singh (April 2022 – April 2025), Founder and CEO of Credo AI

Swami Sivasubramanian (April 2022 – April 2025), Vice President for Data and Machine
Learning Services at Amazon Web Services



Keith Strier (April 2022 – April 2025), Senior Vice President of Global AI Markets, AMD

Reggie Townsend (April 2022 – April 2025), Vice President of Data Ethics at SAS Institute

Beth Cobert (September 2024 – September 2027), Board Member, CBRE Group, Inc.,
Former Acting Director for the U.S. Office of Personnel Management

Angie Cooper (September 2024 – September 2027), Executive Vice President of Heartland
Forward

Christopher Howard (September 2024 – September 2027), EVP, COO of ASU Enterprise

Aneesh Chopra (September 2024 – September 2027), Chief Strategy Officer of Arcadia

W������ G�����

WORKING GROUP CHAIRS MEMBERS

AI Futures – Preparedness,
Opportunities, and
Competitiveness

Ramayya Krishnan,
Haniyeh
Mahmoudian

Jack Clark, David Danks,
Ashley Llorens, and Swami
Sivasubramanian

AI in Work and the Workforce Amanda Ballantyne,
Trooper Sanders

Fred Oswald and Reggie
Townsend

Education/Awareness Susan Gonzales,
Reggie Townsend

Ayanna Howard and Jon
Kleinberg

International Collaboration Victoria Espinel,
Navrina Singh

Christina Montgomery, Keith
Strier, and David Danks

Rights, Trust and Safety Janet Haven, Daniel
Ho, Christina
Montgomery

Paula Goldman, Ashley
Llorens, and Liz O’Sullivan
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As directed by Congress , the National AI Advisory Committee will establish a
subcommittee to consider matters related to the use of AI in law enforcement. This
subcommittee will provide advice to the President on topics that include bias, security of
data, the adoptability of AI for security or law enforcement, and legal standards that include
those that ensure that AI use is consistent with privacy rights, civil rights and civil liberties,
and disability rights.

M����� L���
Armando Aguilar (April 2023 – March 2026), Assistant Chief of Police, Miami Police
Department

Anthony Bak (April 2023 – March 2026), Head of AI, Palantir

Amanda Ballantyne (April 2023 – March 2026), Director of the AFL-CIO Technology
Institute

Jane Bambauer (April 2023 – March 2026), Director - Marion B. Brechner First
Amendment Project, Brechner Eminent Scholar at the College of Journalism and
Communications and at Levin College of Law, University of Florida

Esha Bhandari (April 2023 – March 2026), Deputy Director of the American Civil Liberties
Union’s Speech, Privacy, and Technology Project

Jennifer Eberhardt (April 2023 – March 2026), Professor of Organizational Behavior and
Psychology, Stanford University

Farhang Heydari (April 2023 – March 2026), Assistant Professor of Law, Vanderbilt Law
School

Benji Hutchinson (April 2023 – March 2026), Chair of the Security Industry Association’s
Identity and Biometric Technology Advisory Board

Rashawn Ray (April 2023 – March 2026), Vice-President and Executive Director of the AIR
Equity Initiative

Cynthia Rudin (April 2023 – March 2026), Professor of Computer Science, Electrical and
Computer Engineering, Statistical Science, Mathematics, Biostatistics & Bioinformatics at
Duke University

W������ G�����

https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page=1216
https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page=1216


WORKING GROUP CHAIRS MEMBERS

Identification and
Surveillance Set

Armando
Aguilar

Jennifer Eberhardt, Benji Hutchinson,
and Cynthia Rudin

Accountability AI Jennifer
Eberhardt

Armando Aguilar, Farhang Heydari,
Anthony Bak and Esha Bhandari

Officer Training Benji
Hutchinson

Anthony Bak, Jennifer Eberhardt,
Farhang Heydari, and Rashawn Ray

M��� Y��� V���� H����
AI only works when it works for all of us. Let us know how AI can work better
for you.

Learn More

The Biden-Harris Administration is
dedicated to ensuring the U.S.
leads in safe, secure, and
trustworthy AI innovation to
harness the opportunities of AI
while mitigating its risks.

Administration Actions

Government Use of AI

Research and Teach AI

Bring your AI Skills to the U.S.

Make Your Voice Heard

Apply Now

Federal AI Use Case Inventories

AI Aspirations

National AI Advisory Committee

https://ai.gov/input/
https://ai.gov/actions/
https://ai.gov/ai-in-gov/
https://ai.gov/research/
https://ai.gov/immigrate/
https://ai.gov/input/
https://ai.gov/apply/
https://ai.gov/ai-use-cases/
https://ai.gov/aspirations/
https://ai.gov/naiac/
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